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Abstract. Taking into account the high rate of construction in the mod-
ern big cities, it is very important to save the natural aerodynamics
between the buildings. It is necessary to explore the ventilation of space
between architectural structures, making a preliminary prediction before
construction starting. The most optimal way of evaluating is to build a
mathematical model of air flow. This paper presents numerical solutions
of the wind flow around the architectural obstacles with the vertical
buoyancy forces. An incompressible Navier-Stokes equation is used to
describe this process. This system is approximated by the control vol-
ume method and solved numerically by the projection method. The Pois-
son equation that is satisfying the discrete continuity equation solved by
the Jacobi iterative method at each time step. For check correctness
of mathematical model and numerical algorithm is solved test problem.
The numerical solutions of the backward-facing step flow with the verti-
cal buoyancy forces, which was compared with the numerical results of
other authors. This numerical algorithm is completely parallelized using
various geometric domain decompositions (1D, 2D and 3D). Preliminary
theoretical analysis of the various decomposition methods effectiveness
of the computational domain and real computational experiments for
this problem were made and the best domain decomposition method was
determined. In the future, a proven mathematical model and parallelized
numerical algorithm with the best domain decomposition method can be
applied for various complex flows with the vertical buoyancy forces.

Keywords: Domain decomposition method ·
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1 Introduction

The increased pace of construction in modern large cities and, in particular,
Almaty, leads to a tightening of architectural structures. Due to the increase in
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the population of cities and to save space, mostly high-rise multi-storey buildings
are being built. As a consequence, this entails such consequences as a violation
of the natural aerodynamics of the city, which in turn leads to increased gas
contamination of the city, the accumulation of heavy metals in the lower atmo-
sphere, and to the violation of the local climate. The building codes and norms
currently used in the construction and design of buildings do not contain aerody-
namic criteria and coefficients indicating the optimal distance between buildings
of different heights. When determining these standards, various natural and cli-
matic features are taken into account, such as wind loads, insolation, etc. Fire
safety requirements are also taken into account. However, the above-mentioned
documents do not take into account the factor of natural aerodynamics of space
between neighboring buildings. The distance between buildings and structures
is considered to be the distance between the outer walls or other structures.
As a result, when designing, the distances between building objects are laid,
which can not provide free movement of the wind vortex, which leads to a dis-
turbance of the natural air flow. In this thesis, a model of aerodynamics between
two high-rise buildings is considered. This mathematical model allows you to
accurately calculate the optimal distance between the two buildings, which will
take into account the climatic features and will preserve the natural purge. In
many technical flows of practical interest, like flow divisions, with the sudden
expansion of geometry or with subsequent re-joining, are a common occurrence.
The existence of a flow separation and recirculation area has a significant effect
on the performance of heat transfer devices, for example, cooling equipment in
electrical engineering, cooling channels of turbine blades, combustion chambers
and many other heat exchanger surfaces that appear in the equipment. Many
papers are devoted to the motion of a fluid with separation and reconnection of
flows without taking into account the buoyancy forces. The importance of this
process is indicative of the number of papers where special attention was paid to
building equipment [1–3] and developing experimental and theoretical methods
for detailed study of flows with separation regions [4–7,28–30]. An extensive sur-
vey of isothermal flows in fluid flows is given in papers [10–12]. Heat transfer in
the flows has been investigated by many authors, like Aung [13,14], Aung et al.
[15], Aung and Worku [16], Sparrow et al. [17,18] and Sparrow and Chuck [19].
However, published papers on this topic do not take into account the strength of
buoyancy force on the flow stream or the characteristics of heat transfer. These
effects become significant in the laminar flow regime, where the velocity is rela-
tively low, and when the temperature difference is relatively high. Ngo and Byon
[26] studied the location effect of the heater and the size of the heater in a two-
dimensional square cavity using the finite element method. Oztop and Abu-Nada
[27] numerically investigated natural convection in rectangular shells, partially
heated from the side wall by the finite volume method. In this paper considered
the influence of buoyancy forces on the flow and heat transfer characteristics
in individual flows. Numerical solutions for a laminar mixed convective airflow
(Pr = 0.7) in a vertical two-dimensional channel with a backward-facing step to
maintain the buoyancy effect are shown in Fig. 1. Numerical results of interest,
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such as velocity and temperature distributions, re-binding lengths and friction
coefficients are presented for the purpose of illustrating the effect of buoyancy
forces on these parameters.

Fig. 1. Schematic representation of the backward-facing step flows.

2 Mathematical Formulation of the Problem

Consider a two-dimensional laminar convective flow in a vertical channel with
a sudden expansion behind the inverse step of height s, as shown in Fig. 1. The
straight wall of the channel is maintained at a uniform temperature equal to the
temperature of the inlet air T0. The stepped wall below the stage is heated to a
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uniform temperature, which can be adjusted to any desired value Tw. The upper
part of the stepped wall and the reverse side is installed as an adiabatic surface.
The inlet length of the channel xi and the outlet lower length xe of the channel
are appropriate dimensions. These lengths are assumed to be infinite, but the
simulation domain is limited by the length Le = xe + xi. The smaller section of
the channel before the projection has a height, and the large section below the
stage has a height H = h+s. Air flows up the channel with mean velocity u0and
uniform temperature T0. The gravitational force g in this problem is considered
to act vertically downwards.

To describe this physical problem, was used assumption about constant prop-
erties, and was used the Boussinesq approximation. This system of equations in
an immense form can be written in the form:
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The dimensionless parameters in the equations given above are defined by
the formula:

U = u/u0, V = υ/u0, X = x/s, Y = y/s,

θ = (T − T0)/(Tw − T0), P = p
/
ρ0u

2
0,

Pr = ν/α, Re = u0s/ν, Gr = gβ (Tw − T0) s3
/
ν
2
.

Where α – the temperature diffusion, ν – the kinematic viscosity, and β –
the thermal expansion coefficient are estimated at the film temperature Tf =
(T0 + Tw) /2 (Fig. 2).

Boundary conditions:

(a) Inlet conditions: At the point X = −Xi and 1 ≤ Y ≤ H/s: U = ui/u0,
V = 0, θ = 0, ∂p

∂x = − Gr
Re2 θ.

where ui is the local distribution of velocities at the inlet, which is assumed
to have a parabolic profile and ui/u0 an average inlet velocity, that is, given
by formula

ui/u0 = 6
[−y2 + (H + s)y − Hs

]/
(H − s)

2
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Fig. 2. Boundary conditions.

(b) Outlet conditions: At the point X = Xe and 0 ≤ Y ≤ H/s: ∂U/∂X = 0,
∂2θ

/
∂X2 = 0, ∂V /∂X = 0, ∂p

∂x = − Gr
Re2 θ.

(c) on the top wall: At the point Y = H/s and −Xi ≤ X ≤ Xe: U = 0, V = 0,
θ = 0, ∂p

∂y = 0.
(d) on the wall of the upper stage: At the point Y = 1 and −Xi ≤ X < 0:

U = 0, V = 0, ∂θ/∂Y = 0, ∂p
∂y = 0.

(e) on the wall of the lower stage: At point X = 0 and 0 ≤ Y ≤ 1: U = 0, V = 0,
∂θ/∂X = 0, ∂p

∂x = 0.
(f) on the wall below the stage: At the point Y = 0 and 0 ≤ X ≤ Xe: U = 0,

V = 0, θ = 1, ∂p
∂y = 0.

The last term on the right-hand side of Eq. (2) is the contribution of the
buoyancy force. The length of the downstream flow from the simulation area
was chosen to be 70 steps (Xe = 70). The upper length of the design area was
chosen to be 5 steps (i.e. Xi = 5), and the velocity profile at the input area was
set as parabolic profile, like ui/u0 = 6

[−y2 + (H + s)y − Hs
]/

(H − s)2, and
temperature was chosen as uniform T0.

3 The Numerical Algorithm

For a numerical solution of this system of equations, the projection method is
used [8,20–23,36]. The equations are approximated by the finite volume method
[20,24,35–38]. At the first stage it is assumed that the transfer of momentum is
carried out only through convection and diffusion, and an intermediate velocity
field is calculated by the fourth-order Runge-Kutta method [21,22,31–34,36]. At
the second stage, according to the found intermediate velocity field, there is a
pressure field. The Poisson equation for the pressure field is solved by the Jacobi
method. At the third stage it is assumed that the transfer is carried out only due
to the pressure gradient. At the fourth stage, the equations for the temperature
are calculated by the fourth-order Runge-Kutta method [21,22,31–34,36].
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4 Parallelization Algorithm

For numerical simulation was constructed a computational mesh by using the
PointWise software. The problem was launched on the ITFS-MKM software
using a high-performance computing. The equations are approximated by the
finite volume method (FVM) and used collocated grid, because it makes paralli-
sation of numerical algorithm simple and efficient to use domain decomposition
method. For pressure velocity coupling is used Rhie-Chow interpolation. This
coupling interpolate pressure on the faces of the cell and then use this face pres-
sure to construct the central difference scheme for pressure, which couples the
adjacent pressures and avoid the checkerboard effect. For convective flux term
used first order upstream flow scheme. This numerical algorithm is completely
parallelized using various geometric domain decompositions (1D, 2D and 3D).
Geometric partitioning of the computational grid is chosen as the main approach
of parallelization. In this case, there are three different ways of exchanging the
values of the grid function on the computational nodes of a one-dimensional,
two-dimensional, and three-dimensional mesh. After the domain decomposition
stage, when parallel algorithms are built on separate blocks, a transition is made
to the relationships between the blocks, the simulations on which will be exe-
cuted in parallel on each processor. For this purpose, a numerical solution of
the equation system was used for an explicit scheme, since this scheme is very
efficiently parallelized. In order to use the domain decomposition method as a
parallelization method, this algorithm uses the boundary nodes of each subdo-
main in which it is necessary to know the value of the grid function that borders
on the neighboring elements of the processor. To achieve this goal, at each com-
pute node, ghost points store values from neighboring computational nodes, and
organize the transfer of these boundary values necessary to ensure homogeneity
of calculations for explicit formulas [36].

Data transmission is performed using the procedures of the MPI library [25].
By doing preliminary theoretical analysis of the effectiveness of various domain
decomposition methods of the computational domain for this problem, which
will estimate the time of the parallel program as the time Tcalc of the sequential
program divided by the number of processors plus the transmission time Tp =
Tcalc/p + Tcom. While transmissions for various domain decomposition methods
can be approximately expressed through capacity [36]:
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T 1D
com = tsend2N2 × 2

T 2D
com = tsend2N2 × 4p1/2

T 3D
com = tsend2N2 × 6p2/3

(5)

where N3 – the number of nodes in the computational mesh, p - the number of
processors (cores), tsend – the time of sending one element (number).

It should be noted that for different decomposition methods, the data trans-
mission cost can be represented as T 1D

com = tsend2N2xk(p) in accordance with the
formula (5), where k(p) is the proportionality coefficient, which depends on the
domain decomposition method and the number of processing elements used [36].

At the first stage, one common program was used, the size of the array from
start to run did not change, and each element of the processor was numbered
by an array of elements, starting from zero. For the test simulation is used
well known problem – 3D cavity flow. Despite the fact that according to the
theoretical analysis of 3D decomposition is the best option for parallelization
(Fig. 3), computational experiments showed that the best results were achieved
using 2D decomposition, when the number of processes varies from 25 to 144
(Fig. 3) [36].

Based on the preliminary theoretical analysis of the graphs, the following
character can be noted. The simulation time without the interprocessor commu-
nications cost with different domain decomposition methods should be approxi-
mately the same for the same number of processors and be reduced by Tcalc/p.
In fact, the calculated data show that when using 2D decomposition on differ-
ent computational grids, the minimal cost for simulation and the cost graphs
are much higher, depending on the simulation time, on several processors taken
Tcalc/p [36].

To explain these results, it is necessary to pay attention to the assumptions
made in the preliminary theoretical analysis of efficiency for this task. First, it
was assumed that regardless of the distribution of data per processor element,
the same amount of computational load was done, which should lead to the
same time expenditure. Secondly, it was assumed that the time spent on inter-
processor sending’s of any degree of the same amount of data is not dependent
on their memory choices. In order to understand what is really happening, the
following sets of computational simulations test were carried out. For evaluation,
the sequence of the first approach was considered when the program is run in a
single-processor version, and thus simulates various geometric domain decompo-
sition methods of data for the same amount of computation performed by each
processor [36].

5 Numerical Results for Test Problem

Geometric parameters are indicated in Fig. 1: channel length L = 75, channel
height H = 2, step height S = 1. Numerical results were obtained for the dimen-
sionless numbers Re = 50, Pr = 0.7 and Gr = 19.1 [9].
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Fig. 3. Speed-up for various domain decomposition methods of the computational
domain.

Figure 4 shows the comparison of the longitudinal velocity profile with the
numerical data of Lin et al. [9] at the point x/xf = 0.5, where xf = 2.91. Figure 5
shows the comparison of temperature profiles with the numerical data of Lin
et al. [9] at the point x/xf = 0.5, where xf = 2.91. It can be seen from the figures
that the mathematical model and the numerical algorithm which is used in this
paper is coincided with the numerical results obtained by Lin et al. [9]. Figure 6
shows the streamlines and the horizontal velocity contour for dimensionless num-
bers Re = 50, Pr = 0.7 and Gr = 19.1. Figure 7 shows the vertical velocity contour
for dimensionless numbers Re = 50, Pr = 0.7 and Gr = 19.1. Figure 8 shows the
temperature profile for dimensionless numbers Re = 50, Pr = 0.7 and Gr = 19.1.
For a better understanding of this process from Figs. 6, 7 and 8 can be seen
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Fig. 4. Velocity profile with vertical buoyancy forces for dimensionless number Re = 50,
ΔT = 1 oC, x/xf = 0.5, where xf = 2.91.

Fig. 5. Temperature profile with vertical buoyancy forces for dimensionless number
Re = 50, ΔT = 1 oC, x/xf = 0.5, where xf = 2.91.

the development of the backward-facing step flow with vertical buoyancy force:
the initiation and process of the development of the region of flows reconnection
with taking into account the buoyancy forces.
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Fig. 6. The contour of the horizontal velocity component with streamlines for dimen-
sionless numbers Re= 50, Pr = 0.7 and Gr = 19.1.

Fig. 7. The contour of the vertical velocity component for dimensionless numbers
Re = 50, Pr= 0.7 and Gr = 19.1.

Fig. 8. Temperature contour for dimensionless numbers Re = 50, Pr = 0.7 and
Gr = 19.1.
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6 Numerical Results for Real Problem

For the real problem considered a man-made obstacle 9 floors (27 m) and 5 floors
(15 m) buildings. The wind flow is conventionally moving from the high building
side to the low one. The following models consider the calm, according to the
Beaufort wind speed scale. The speed of wind is in the range from 0 to 0.2 m/s. To
find the optimal distance, various parameters prescribed in the above-mentioned
standards were used.

According to the fire protection requirements specified in Building norms and
regulations of the Republic of Kazakhstan 3.01-01-2002, 2.12 * [18], the minimum
distance between houses with a height of 4 floors or more must be at least
20 m. However, having constructed this model, a result was obtained, showing
that at such a distance between the buildings, there was no wind, therefore, air
circulation does not occur in this interval.

After that, the IBC (International Building Code) standard used in the USA
was considered, where the distance between two buildings is calculated according
to the following formula (Fig. 9) [19]:

δMT =
√

(δM1)2 + (δM2)2

where δMT - required distance, δM1, δM2 - height of the first and second build-
ings, respectively.

Fig. 9. The calculation of the distance between two high-rise buildings according to
IBC 2009 1613.6.7

For the calculations, the area was divided into the 14 design subareas of
different sizes. Each subregion is a grid block, which contains a part of a curvi-
linear, uneven, unstructured grid. When creating a grid, the number of points
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Fig. 10. Boundary conditions

Fig. 11. Horizontal velocity-component and streamlines with buoyancy force for Pr =
0.7 and ΔT = 1 ◦C.

is chosen in such a way that no oscillations occur in the solution of the problem
and the results are correct for large values of the Reynolds number. Thus, the
constructed grid contains more than 100 000 control volumes.

In the interval between the buildings and near the streamlined surfaces of
buildings, the grid is thickened, i.e. the sizes of control volumes decrease. This
allows for more accurate simulations. As the grid is removed from the vortex zone
and the dimensions of the control volumes increase the flow around. Therefore,
in areas that are not of great interest in solving a given problem, net catch is
smaller. And in the most important zones for the model, the number of nodes is
greater, which allows obtaining more accurate results.
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Fig. 12. Vertical velocity-component with buoyancy force for Pr = 0.7 and ΔT = 1 ◦C.

Fig. 13. Temperature component with buoyancy force for Pr = 0.7 and and ΔT = 1 ◦C.

Boundary conditions are specified for physical variables: pressure, temper-
ature and velocity components: p pressure, u, v, w - velocity components, θ -
temperature (Fig. 10).

In Fig. 11 shows horizontal velocity-component and streamlines with buoy-
ancy force for Pr = 0.7 and ΔT = 1 ◦C. From Fig. 12 can be seen vertical
velocity-component with buoyancy force for Pr = 0.7 and ΔT = 1 ◦C. In Fig. 13
can be seen temperature component with buoyancy force for Pr = 0.7 and
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ΔT = 1 ◦C. The distance obtained for existing buildings was 35 m and satisfied
all the standards specified in the republican standards. In the following case,
the length of extensions to the buildings (balconies, porches, etc.) was added
to the previous value and an approximate distance of 35 m was obtained. This
model showed that a vortex in the gap occurs and therefore the natural purging
between buildings is not broken.

7 Conclusion

Numerical studies of the laminar flow were carried out by the zone of joining the
flows behind the backward-facing step with taking into account the buoyancy
forces. This gave a deeper insight into the internal flow behind the backward-
facing step and the processes of flows reconnection under the influence of tem-
perature effects, which in turn gave an idea of the further appearance of sec-
ondary zones. The distance from the ledge to the canal boundary is 4 times
the channel height, for a more detailed study of the backward-facing step flows
with taking into account the buoyancy forces [9]. The numerical data of the
velocity distribution showed the formation of a primary reattachment zone of
backward-facing step flows. To numerically solve the Navier-Stokes equations
system, the projection method was used. From numerical results can be seen
that the realized numerical method gives a small error in comparison with the
numerical results of other authors [9] for the dimensionless numbers Re = 50,
Pr = 0.7 and Gr = 19.1. After testing the numerical algorithm with the buoy-
ancy forces, for the real problem considered a man-made obstacle with 9 floors
(27 m) and 5 floors (15 m). In this problem, the wind speed was regarded as
calm, according to the Beaufort wind speed scale (from 0 to 0.2 m/s). According
to the data obtained as a result of the numerical simulation taking into account
the buoyancy forces, it can be said that the current standards and rules for con-
struction do not guarantee the required aerodynamics of the terrain. Also in this
paper is used a parallel algorithm to obtain fast numerical results. This parallel
algorithm is based on one-dimensional, two-dimensional and three-dimensional
domain decomposition method. The numerical results from the 3D cavity flow
test problem, which used 1D, 2D and 3D domain decomposition method showed
that 3D domain decomposition is not time-consuming compared to 2D domain
decomposition, for the number of processors that does not exceed 250, and 3D
domain decomposition has more time-consuming software implementation and
the use of 2D domain decomposition is sufficient for the scope of the problem.
That’s why for backward-facing step flow with vertical buoyancy force is used
2D domain decomposition. It should also be noted that setting the boundary
conditions is an important process. In the future, this mathematical model and
a parallel numerical algorithm can be applied to various complex flows taking
into account the buoyancy forces.
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